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ABSTRACT

It is shown that the bivariate density of the absolute normal

distribution is totally positive of order 2. Necessary and sufficient

conditions are given for the trivariate density of the absolute normal

distribution to he totally positive of order 2 in pairs of arguments.

These results are then used to show that certain generalized bivariate and

trivariate t, and F random variables are associated.
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1. I n t r o d u c t i o n .  ttotivated by needs in simultaneous infcr nce, numerous

authors have established Inequalities for joint probabilities in terms of

marg inal probabilities. Typically in these inequalities the underly ing

random variables are jointly normal and most of the proofs are of an

anal ytic nature . In this paper we obtain stronger dependence results in

the bivarlate and trivariate cases by using certain notions of mult ivariate

dependence .

Suppose ~~~~~~~~~ — ~), where Il~ (O~ E) denotes the law

of a p-variate normal random vector with mean 0 and nonsingular covariance

mdtr ix ~ = { P
jj
i,
j O
j
). For i = 1,..., n, let z1 (z11,... ~z~1)’ 

— N~(0~~1
)~

where ~~~~~~ . ,z are independent random variables. Further , for

I = 1 ,..., p, let Ti,..., T1 be independentl y and identically distributed

according t~ N(:, o~~). Now assume (X
1~..., X~)’~ ~~~~

{Tk)k
I!,...,{T~~k

P
l are mutually Independent sets of random variables.

Define
n

(1.1) S2 = E z2 / (~ 
) ,k =

and q

(1.2) ~~ = E (T~) 2 Io~ , k = 1,... ,p.
k

DEFINITION. (Lehmann [1966]). The random variables U1,...,U are

positively quadrant dependent (POD) if P[n(U~ < u~~)J > ITP[U1 ~ U
1
], for

all real numbers ~~~~~~~~

In the case p = 2, i.e., the bivar iate case , Khatri [1967] showed that

X1 1, 1X 2 1 are PQD and that S~, S~ are PQD. Sidak [1967, 1971] proved

that 1X 1 i/S1, 1X 2 I/S 2 are PQD. Halperin [1967] obtained the slightly

stronger result that iX 1 I/ (S~ + S 2)~, iX
2i/ (S~ + S 2)~ are PQD. Dunn

1958 had previousl y obtained similar results.
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For the p = 3 case, similar results hold. tthrJtrI showed that

i X 1i ,  i X 2i , X3i are POD if E is of the form I ~ j. Khatri

also showed under this condition that S~, S~, S~ are PQD. Sidak [1971]

proved that ix 11/S 1,...,iX 3I/s 3 are PQD if the correlation bet~een X~

and X~ is of the form (1 , 3 = 1,... ,3; I ~ 3), 1 A 11 ~ 1

(I 1,?,3), is any fixed correlation matrix ; and if the correlation

between zej and Zkl is of the form T fI Tki (1, k = 1,2,3; £ ~ k,

i = l,...,n) where Ir~~i < 1 (f. = 1,2,3; I = 1,...,n).

Some results have been obtained for higher dimensions by the above

authors.

Note that up to constants (X1/S1,.. . ,X~/S~)’ is a multivariate

Student ’s t-random vector (considered in the bivariate case by Siddiqui

[1967]); (X1/S1,. . .~X~/S~) Is a generalized multivariate Student’s 

2
t-random vector (Sidak [1971]); and 

~
51’•••’5p~ 

is a multivarlate X

random vector (Krishnamoorth y and Parthasarathy [1951], 3ensen [1970]).

Jogdeo [1977] defined a class of multivariate random variables called

“contaminated random variables” and showed that their absolute values are

associated. It is worth noting that the multivariate normal distributions

discussed in Xhatri and Sidak papers mentioned above can be viewed as

“contaminated random variables” as shown on p. 498 of 3ogdeo ’s paper.

Pitt [1977] strengthened the results of Khatri [1967] and Sidak [1967, 1971]

In the bivariate case, and proved that if n (x 1,x2) is the standard normal

density on R2 and if A = -A and B -B are convex subsets of R2,

then P[(x1,x2
) c A fl B] > P[(x1,x2

) c A] P[(x1,x2) c B]. Dykstra and

Hewett [1977] established positive dependence of the roots of a Wishart

matrix.

4
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The preceding results were derived basically independ~ntl y of vach

other and each proof involved analytic techniques specific to that  r e s u l t .

In this paper we obtain the following basic results: (a) the th-r~~i L y  of

Is totally positive of order 2 (b) a necessary and sufficient

condition that iX 1i , iX 2! , 1X 31 be totally positive of order 2 in pairs

of arguments is that 11 sgn (A~ 4) < 0 , where (A
1 

} =

1<3

2 *2 2 *2 2 *2(c) S]~ + S1 , S2 + 

~2 
S3 + S3 , are associated random variables and

that IX 1I I ( S ~ + S 2)~ , i X 2l/ (S~ + S~~)
1, IX

3t / (S~ + ~~~~ are associated

random variables . (The same results hold for p = 2.)

2. Total Positivity of the Bivariate Absolute Normal. We employ the

fo l lowin g def ini t ions  and Implications.

DII INITION 2.1. (Xarlin [1968]). A function f:R2 [O ,~) is totally

po si t ive  of order 2 (TP 2 ) if the second order determ i nant d e t ( f ( u ~~ v
3

))

Is nonnegative for each choice u1 
< U2, V

1 
< V2.

DIUINITION 2.2. (Esary, Proschan and Walkup [1967]). The random variables

are associated if Cov[f(Ui,...,U~
), g(U1,...,U~)] 10 for all

nondecreasing functions f, g.

flEilt-IITION 2.3. (Barlow and Proschan [1975]). Let a be an integer

exceeding 2. A function f:R
a 

-
~~ 

[o ,c~) is said to be totally positive of

order 2 In pairs (TP2 in pairs) if for any pair of arguments U
a~

U
b~

viewed as a fu nction of ud ,Ub with remaining

arguments fixed , is TP 2.

D FI I I I I I&1 2 .4.  (Barlow and Proschan [1975] ). The random variables

are conditionally increasing in sequence if for I

P(U 1 
-. u1

/U1_ 1 = ~~~~~~~ U1 u1
) is increas ing in u1,..., u1_1 .

_ _ _ _ _ _  

________ - _______________
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ror S > 0, let

(t)S~~/r(s), t 1~
= 0  , t c O .

For m > 0, n > 0, define

=

where the expectation in the right hand side is taken with respect to

the joint distribution of U1 and U2.

DEFINITION 2.5. (Shaked [1977]). Two random variables U1 and U2 are

said to be dependent by total po~itivity of order two with degr e e (rn ,n)

(denoted by DTP(m,n)) if Qlm n (u j,u2) Is TP2 in u1 and u2.

The following is an appropriate extension of DTP(m,n) for more than

two random variables .

DEFINITION 2.6. The random variables U1,..., U are said to be dependent

by total positivity of order two with degree (m,n) in pairs (denoted by

DTP(m,n) In pairs) If for every paIr of arguments U
a~ 

Ub ,

= E[{
~~~

Ua 
- u

a
)
~~~~~

(U
b 

- 

%))/U1, i = l ,...,~ , I ~ a,b]

is TP in u ,u2 a b

The following lema is closely related to Theorem 4.?, p. 143, of

Barlow and Proschan [1975] and Proposition 3.4 of Shaked [1977].

LEIIIA 2.1. Let the random variables U1,..., Ua have joint density

~ 
(u ,,..., u0). Then the following implications hold:

£

U1,..., U~~
’i’” ’ u0) is 1P2 in paIrs-~---—’-U1,..., 

U~ are DT P ( O ,0) in

pairs ~~~~~~~~ U~ are conditionally increasing in sequence -~~U1,..., U~

are associated ~~~U1,..., U~ are PQO.

(_______ 
_ _ _ _ _ _ _ _  _ _  
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A more detailed examination of DTP(m,n) in pairs and its relationship

to the dependence concepts given by Alam and Wallenius [19761, Isary .ind

Proschan [19721 and Shaked [1977] are being currently exam ined by the

authors and will appear In the future . The implications given in l ema 2.1

are, however , sufficient for our purpose.

rn order to obtain our main bivarlate result , we require the following

lenma.

LEIIIA 2.2 .  Let f(u,v) = k1
(u) k2(v) g(uv) for u 10, v 10 and f(u,v) 0,

otherwise. Assume k1 10, 
k2 10, and g 10. If g is noridecreasing and

in g Is convex , then f is TP2.

PROOF. Since f = 0 for u < 0 or v < 0, It suffices to consider 0 < u~ 
< u2,

O < V
1 

< v2, in showing detff(u1,v3
)} 10. Note that det{f(u1,v3

)} =

2
I ii (k1(u1)k2(v3

))J det{g(u1v3
)), and thus we need only to show that

~ O. Define t1 = u1v1, t1 + A 1 u2v1, t2 U 1V2~ t2 + A
2 =

so that 0 < < A
2 

Observe that

det(gt61v3
)) = g(t1)g(t2 + A

2
) - g( t1 + A

1)g(t2)

1 g(t1)g(j~ + A1) - g(t1 + A 1
)g(t2) 

J

10~

where the first inequality follows because g 1 0 and nondecreasing and

the second i nequality because g is logarithmically convex.

THFOH(H_2.1. Let (X1, X2)’ 
— N2(Q, ~~

) .  Then the Joint density function

f ,xl I , ~~i
(x i,x2), of 1X 11, 1X 21 is TP2.

_ _ _ _ _ _
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PROOF . For x1 
< 0 or x 2 

< ~, ~
‘ix 1 i,ix 2 l (~

dl,x2) = 0, and for x1 10,

x2 
1 0 it is read i ly  shown that

x i  1,x2) = k1(x1)k2(x2)g(x1x2),

wh ere

k1(s)  = exp [-s2 /e~ ], I = 1, 2,

g(s) = 4c cosh(~ s/(e1e2
))

and

• 
~i 

= (2 - 2P
2)
~
oi, I = 1, 2; c

_i 
= 2lTcllo2(l -

• Straightforward calculations yield that g Is nondecreasing and logarithmically

convex , so that Lenina 2 immediately yields that f 1 ‘ ‘x (x1 x2) is TP2. 02

REt-lARK 2.1. Irom Lemma 2.1, it follows that the random variables 1X 11, IX 2 i

are conditionall y increasing In sequence, associated , and PQD.

3. Total Positivity of the Trivariate Absolute Normal. In this section we

give a necessary and sufficient condition for the density function of the

trivariate absolute normal variable to be TP2 in pairs. In section ~1- we use

this result to show that a trivariate x2 and a trivariate t-distrlbution are

associated and , hence, are PQD.

Let (X1, X2, X3) ’ N3(0, z) have a trivariate normal distribution

with mean 0 and covariate matrix E. Let 11 (A
13
) z~~. Then the joint

p.d.f., 
~~~~~~~~~~~~~~~ 

(x 1,x2,x3), of 1X 11, lX 2 i ,  i X 3l, for (x 1, x2, x3) ifl

the pos i t ive  octant is given by

(3.1) 
~~~~~~~~~~~~~~~~ 

x2, x3) = KA
exp[_}(A ll xl + A 22x2]

+ x 33x 3)Jg(x 1, x2, x3
) ,

where

= ?~~v2 i~) P A l  ,

--- •----- ~~~-- _ _ _ _--- ---- ----- --
-v .~~-
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and

g (x 1, x2, x3
) = 

~~~~~ 

E exp[(-1)1A 12
x1x2 + (-l)3A 13x1x3 + (

~
1)’

~
J
~~

A?3x2x3].

The dens i ty  is 0 , otherwIse .

Hence , to show that  f 
~ x 1 (x1 , x,, x~) Is TP in pairs it

1
I
~~~~~ ~~~~ 3 1  L . 2

su f f i ces  to show tha t  g(x 1, x 2 , x 3
) is TP2 In pa i rs .  To do so we requ i re

the following two lemmas whose proofs are strai ghtforward.

LFT:t ~lA 3.1. Let be a fixed 3 x 3 posItive definite matrix and define

as a diagonal matrix with elements + 1. Then the p.d.f.

~x (x 1, x2, x3) given by (3.1), viewed as a function of ~,1 ’  2 ’  3

if invariant on the set {A :A = D A D }.

Define sgn(x )  = 1 if x > 0 ;  = 0 if x = 0; = -l if x <0.

l [IlI-IA 3.2. A necessary and sufficient condition that there exists

a diagonal matrix with elements ÷ 1, so that the off-diagonal elements of

~e~O~e are all negative (positive) is that 11 sgn(x~j
) = -l (=1), where

1<3
is t~ie i , 3

th element of

THEOREM 3.1. Let (X1, X2, X3) ’ — N
3

(O ,~ ). Then a necessary and sufficient

condition that the joint density function ~
‘ 

~ x x (x1, x2, x3) ofi’~l i ‘I 2l~~
i 3 1

X~j , X2 i ,  i X 3 i be TP2 in pairs is that n sgn(x 1.) < 0 , where
3

A (A 13 ) =

• PROOF.

SUFFICIENCY . If 11 sgn (A 1 
) = -1 , then by Lemmas 3.1 and 3.2, we may

1<3

suppose that _A
12 

> 0, -A 13 
> 0, -x~ > 0. Let

(3 . ? )  U = -A 13 x 1x3,

V =

_ _ _ _ _ _ _ _ _  _ _ _ _  
_ _ _ _ _ _ _ _ _ _  - - - -—
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and

2
-A 12 / ( A 13A 23 X

3
) ,

so that - ‘• 12x 1
x2 = wv. Without loss of general i ty ,  we onl y show

x x (x1, x,, x~,) is TP, in x 1 > 0, x > 0 for x > 0 fixed.
1 ’  2 ’  3 2 3

Th is is equivalent to showIng that for ~ > 0 h ( u ,v) Is TP
2 

for u > 0,

V > 0, where

(3.3) h(u ,v) = Pa(u,v) + Pa(u,
_v) + Pa

(_U
~
V) +

c~uv -auv
= 2e cosh(u + v) + 2e cosh(u - v)

and

P (u,v) = exp[u + v + cluv].
a

Let

(u,v) 3h (u,v) ~h (u,v)

~~~~ ~~~~~~ 
E h ( u ,v)  -________ - ________

To verify that h ( u ,v) is TP2, we ver i fy  for u > 0, v > 0, a > 0 that

(3.5) A (u,v) > 0.a —

(see K.irlin [1968], p. 49). Direct calculation yields that

T)h (u,v)
= (1 + av)[P (u,v) - P (-u ,v)J +

(1 - civ)[P
a

(u ,_v) - P~(_u ~_v)],

• ~-h (u,v)
= (1 + ciu)[P (u ,V )  - P(u ,-v)] +

• (1 - 

~
Lu)[Pa

(_ u ,v) - P (-u,-v )J,

and

.2ô h ( u ,v)
= rii[P (u,v) + Pa

(_U
~
_V) - P0(-u ,v) P0(u,-v)]

+ (1 + av)(1 + ciu)P0
(u ,v)

- (I - ciu)(l + czv)P0(-u ,
v) - (1 + czu)(l - rzv)P(u,_v)

+ (1 - csu)(1 - av)P~(-u,-v),
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so that after sinp lificat ion , we have

(3 . 6) L (u ,v) = 2c~[e~
’wvcosh(2(u+v)) - e~~~~~cosh(?(u-v))]

+ 4(2 + ct)sinh(2~uv ) + S~v [slnh(?u) + zU cosh(?u)]

i- ~ iu !sinh (2v) + av cosh(2v)].

The first term of (3.6) is nonnegative by the monotonicity of et and

the monotonicity of cosh(ItI). The remaining 3 terms of (3.4) are

nonnegative because cosh t 1 0, and sinh t 10 for t 10. Thus (3.5)

holds.

If II sgn(X 14 ) = 0 , then either two or more of the A
1 

‘s equal to
i<j J 3

zero, or exactly one of the A
13

1 s equal to zero. The case where two or more

of the  A .3
1 s equal to zero follows from the bivariate case discussed in

Section 2. If exactly one of the A
13

’s equ als to zero , say A 12, then In

Equation (3.2) divide by the other two A
13

1 s, so that a = C and then apply

a tech ni qe s imi lar to the one used when a > 0 to show that the dens ity is

TP
2 

in pairs for fixed x3. In this case, to show TP
2 

in pairs for fixed

or x2 the argument would reduce to the bivarlate case argument.

NECESSITY. Suppose fl sgn(A 14) = 1, so that by Lemas 3.1 and 3.2 we can
1<3

assume A 12 
> 0, A 13 > 0, A 23 > 0. Define u, v, a as in the proof of the

sufficiency , but note u, v , and a < 0. We proceed to show that there

exists x.~ > 0 so that f x ~ 
(x1, x , x~) has negative second

1 ’  2 ’  3 2

order determinant for certain x1 
> 0, x2 

> 0. To do this , we let

= 1A 12 /(x 13A 23).1 1 , so that a = -1 , and then show that there exists an open set

~o that .  A 
1

(u , v) defined in (3.4) Is negative . To find such an open set, we

SIIOW that there exists t < 0 so that A
1

(t ,t ) is negative and then appeal to the

continuity of A 1(u,v). Note that

2
A 1(t,t) = 2e

2t [1 - cosh(4t)] - 16t[slnh(2t) - t cosh(2t)].
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Observe tha t  cosh(?t) 1 1 and that for suitabl y small negative t ,

sinh (?t) - t cosh(?t) < 0, so that for suitably small negative t ,

t) 0. Hence , we can conclud e that

x x (x 1, x ,, x
3
) is not TP

2 
In pairs if 11 sgn(.x ) = 1. 1]

1 ’  2 ‘ 3 1<3

REtIARK 3.1. If A sgn(A . ) < 0, then , using Lemma ?.1 and Theorem 3.1 ,
i<j 3

we have that the random variables 1X 11 , 1x 21 , 1X 3 1 are conditionally

increasing in sequence , and associated.

For the general multivariate normal case without absolute values , we

note that Barlow and Proschan [1975, Chapter 4] proved that the multivarlate

normal density function is TP2 in pairs if and on ly if A
~~~
3 

< 0 for I 
~ 3

where A =

4. The Association of Bivariate and Trivariate and t Distributions.

In this section we use the results of the previous sections to obtain

the assoc iat ion of certa in b lva r i a t e , and tr ivar iate , x2, t , and F

distributions.

To prove the results of this section , we make use of the fo l lo wing two

lemmas which by themselves are quite interesting and useful. Lemma 4.1 is a

special case of Theorem 4.1 of 3ogdeo [1977].

LE MM A 4. 1. Let U
1
,..., U be positive random variables . If U

1
,..., U

are associated , then U ’,..., U 1 are associated.

W-ltlA 4.2. Suppose that the nonnegative random variables U1,..., Ua are

i ndependent of the nonnegative random variables V1,..., Va• If ~~~~~~ U0

are associated and ~~~~~~ V are associated , then U1V1,..., U V  are

associated.

_ _ _  — - - -
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2 *2 2 *21 I - I O R F M 4 . l .  (a) For p = 2, S1 + S1 , S2 + 

~2 
are associ a ted ra ndom

r i at) I eS

(b) For p = 3, If fl sgn(1~j
’)~ < 0 , i = 1,..., n , then

k<j

? ? 2 *2 2 *2
~1 ’  S~ + S

2 
arid S

3 
+ S

3 
are associated r andom var iabl es , where

-1 .th —l
~ 

] r n t ~ -s k , ~i e lement  of

PROOF o f ( a ) :  By Lemma 2 .1 , Theorem 2.1 and the invariance of association

under nondecreasing transformations (P4 of [4]) we have , for I = 1,..., n ,

2 2 *2 *2that ~~~ are associated. Because ( 1.), s1 S~ are independent ,

we have tha t  1~~~ , i~~,. ..,L~~~ , L~~~ , S1
2, S~~ are associated (P

2 
of [4 1).

2 *2 2 *2
Since S~ + S1 , S2 + S2 are nonidecreasing functions of the

? ~2 *2 2 *2 2 *2
,
‘
~~, S1 , 

S
2 

, we obtain S
~ 

+ S
1 ‘ 

+ S
2 

are associated.

PROOF of (b): Using Theorem 3.1 and Lemma 2.1, we can prove (b) In a

similar fashion to (a) wIth the obvious modifications.

RI t1ARI< 4.1. Note that Khatri ’s condit ion that ~~. is of the f orm (8 8 )
1 1 3

IF- ) - 1 , i = l , ? , 3 i m p l i e s  that  TI sgn (~P ’)~ <0 .
k<j

COROLLARY 4 .1. ( a )  For p = 2, (S~ + s~
2Y~, (S~ + S 2Y~ are associated

r dri ( J om v a r i a b l e s .

(b )  For p 3 , If II sgn(~~~)~ ~~O, I = 1, . . . ,  n , then
k<j

2 *2_ I 2 *2_ I 2 *2 _ I
+ ~ 

~~
‘ ~~~~ 

+ s2 
) ~, and (S3 + S3 

) ‘ are associated random variables.

PROOF : The proof follows from Theorem 4.1 and the square root analogue of

‘emma 4.1. II

I I U O H ~M 4.?. ( . 1)  lu r p = 2, the random variables l~~1
I/(S~ + S 2)1 and

2 ‘‘IX 21/(S2 + S2
’)’ ire associated.
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(b )  For p = 3, if IT sgn(A ) < 0,
1<3

i 1, 2,..., n , then IX 1I/(S~ 
+ s 2)~, IX 2I/(S~ + S 2)I,

~x3I/(s3 + 53 
)
~ are associated random variables.

PF~OOF : The proof of the theorem follows ftom Theorem 2.1 , Theorem 3.1 ,

H- m a 4.? , ari d Corollary 4.1. 0

Up to consta nts , a b ivar late  and a t r ivar i te F random vector can be

• defined by:

~(?) = (S~ /S~
2
, S~/S;2)1

and

= (S~/S 2, ~~~~~~ S~ /S 2)’ ~

2 ~2 2 *2
~~~~~~~~ 

( a )  S
1/S1 , S2/S2 are associated random variables

(b) If H sgn(r4 1
1)k., < 0 , i = 1 , . . . ,  n , then the random

k<j

variables S~ /S
1
2
, S~ /S;

2
, S~ /S~~ are associated.

PROOF: The proof of the theorem follows immediately from the proof of

Theorem 4.1, Lemma 4.1 and Lemma 4.2.

RIt1AR K 4.? . Theorems 4.1, 4.2, 4.3 and Corollary 4.1 remaIn true as long as

*2and S2 are any pair of positive independent random variables such that

*2 *2., X )  , U1), S1 , S2 are all mutually independent sets of random

‘.sriahles.

We ~i nic 1 uth- th is paper wi th  the fo l lowing conjecture for the TP2 In

~
‘ i r . of I lu m iii I I variate absolute  normal , of (l i mens Ion larger  than 3.

- - - - - 
- —a---- - --—— — - -
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COUJECTURE . Let f 
~ ix (x,~ ..., x ) be the p.d.f. of the
- l ’ •

~~
•’ p p

n i l t i v a r i a t e  absolute  normal , p > 3. A necessary and sufficient condition

for it to be TP 2 In pairs  Is that  there exists ~~~~, a diagonal matrix with

elements + 1, such that the off-d iagonal elements of D
e~~
’Qe 

are a l l

negative .

Note that if this conjecture were true , then the corresponding result

concerning the multivariate t-distributlon could be proved directly in the

same fashion as Theorem 4.2
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